
Proceedings of the Second Workshop on Arabic Natural Language Processing, pages 144–149,
Beijing, China, July 26-31, 2015. c©2014 Association for Computational Linguistics

QCMUQ@QALB-2015 Shared Task: Combining Character level MT and
Error-tolerant Finite-State Recognition for Arabic Spelling Correction

Houda Bouamor1, Hassan Sajjad2, Nadir Durrani2 and Kemal Oflazer1

1Carnegie Mellon University in Qatar
hbouamor@qatar.cmu.edu, ko@cs.cmu.edu

2Qatar Computing Research Institute
{hsajjad,ndurrani}@qf.org.qa

Abstract

We describe the CMU-Q and QCRI’s joint
efforts in building a spelling correction
system for Arabic in the QALB 2015
Shared Task. Our system is based on a
hybrid pipeline that combines rule-based
linguistic techniques with statistical meth-
ods using language modeling and machine
translation, as well as an error-tolerant
finite-state automata method. We trained
and tested our spelling corrector using the
dataset provided by the shared task orga-
nizers. Our system outperforms the base-
line system and yeilds better correction
quality with an F-score of 68.12 on L1-
test-2015 testset and 38.90 on the L2-test-
2015. This ranks us 2nd in the L2 subtask
and 5th in the L1 subtask.

1 Introduction

With the increased usage of computers in the pro-
cessing of various languages comes the need for
correcting errors introduced at different stages.
Hence, the topic of text correction has seen a lot
of interest in the past several years (Haddad and
Yaseen, 2007; Rozovskaya et al., 2013). Nu-
merous approaches have been explored to cor-
rect spelling errors in texts using NLP tools and
resources (Kukich, 1992; Oflazer, 1996). The
spelling correction for Arabic is an understud-
ied problem in comparison to English, although
small amount of research has been done previ-
ously (Shaalan et al., 2003; Hassan et al., 2008).
The reason for this is the complexity of Arabic
language and unavailability of language resources.
For example, the Arabic spell checker in Microsoft
Word gives incorrect suggests for even simple er-
rors. First shared task on automatic Arabic text

correction (Mohit et al., 2014) has been estab-
lished recently. Its goal is to develop and evalu-
ate spelling correction systems for Arabic trained
either on naturally occurring errors in text written
by humans or machines. Similar to the first ver-
sion, in this task participants are asked to imple-
ment a system that takes as input MSA (Modern
Standard Arabic) text with various spelling errors
and automatically correct it. In this year’s edition,
participants are asked to test their systems on two
text genres: (i) news corpus (mainly newswire ex-
tracted from Aljazeera); (ii) a corpus of sentences
written by learners of Arabic as a Second Lan-
guage (ASL). Texts produced by learners of ASL
generally contain a number of spelling errors. The
main problem faced by them is using Arabic with
vocabulary and grammar rules that are different
from their native language.

In this paper, we describe our Arabic spelling
correction system. Our system is based on a
hybrid pipeline which combines rule-based tech-
niques with statistical methods using language
modeling and machine translation, as well as an
error-tolerant finite-state automata method. We
trained and tested our spelling corrector using the
dataset provided by the shared task organizers
Arabic (Rozovskaya et al., 2015). Our systems
outperform the baseline and achieve better correc-
tion quality with an F-score of 68.42% on the 2014
testset and 44.02 % on the L2 Dev.

2 Data Resources

QALB: We trained and evaluated our system
using the data provided for the shared task and
the m2Scorer (Dahlmeier and Ng, 2012). These
datasets are extracted from the QALB corpus
of human-edited Arabic text produced by native
speakers, non-native speakers and machines (Za-
ghouani et al., 2014). The corpus contains a large
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Train 14 % Dev 14 % L2 Train % L2 Dev %
Word Count 925,643 - 48,471 - 51,483 - 29,475 -
Total Errors 306,757 33.14 16,659 34.37 13,206 25.65 7,293 24.74
Word errors 187,040 60.97 9,878 59.30 9,417 71.30 5,193 71.20

Punctuation Errors 618,886 39.03 6,781 40.70 3,789 28.70 2,100 28.79
Error per type

Split 10,869 3.48 612 3.67 255 1.93 110 1.51
Add before 99,258 32.36 5,704 34.24 3,721 28.17 2,067 28.34

Delete 6,778 2.21 338 2.03 576 4.36 324 4.44
Edit 169,769 55.34 8,914 53.51 8,009 60.64 4,434 60.79

Merge 18,267 5.95 994 5.97 662 5.01 380 5.21
Add after 20 0.01 2 0.01 1 - - -

Move 427 0.14 13 0.08 132 0.9 102 1.39

Table 1: Statistics on Error Types in the QALB 2014 and 2015 datasets

dataset of manually corrected Arabic sentences.
QALB covers a variety of errors, and is not just
limited to typical spelling errors. For instance,
train and dev-2014 data and up to 28% on the 2015
data provided in this Shared Task (See Table1 1).

Arabic Wordlist for Spellchecking: We used a
list of 9-million Arabic words (Attia et al., 2012).
The words are automatically generated from the
AraComLex open-source finite state transducer.
The entire list is validated against Microsoft Word
spell checker.2

Monolingual Arabic corpus: Additionally, we
used the GigaWord Arabic corpus and the
News commentary corpus as used in state-of-the-
art English-to-Arabic machine translation system
(Sajjad et al., 2013b) to build different language
models (character-level and word-level LMs). The
complete corpus consists of 32 million sentences
and approximately 1,700 million tokens. Due to
computational limitations, we were able to train
our language model only on 60% of the data which
we randomly selected from the whole corpus.

3 Our Approach

Our automatic spelling corrector consists of a
hybrid pipeline that combines five different and
complementary approaches: (i) a morphology-
based corrector; (ii) a rule-based corrector; (ii) an

1Part of the statistics reported in Table 1 is taken
from Diab et al. (2014)

2The list is freely available at: http:
//sourceforge.net/projects/
arabic-wordlist/

SMT( statistical machine translation)-based cor-
rector; and (d) an error-tolerant finite-state au-
tomata approach.

Our system design is motivated by the diversity
of the errors contained in our train and dev datasets
(See Table 1). It was very challenging to design
one system to handle all of the errors. We pro-
pose several expert systems each tacking a differ-
ent kind of spelling errors. For example, we built a
character-level machine translation system to han-
dle cases of space insertion and deletion affecting
non-clitics, as this part is specifically treated by
the rule-based module. To cover some remaining
character-level spelling mistakes, we use a Finite-
State-Automata (FSA) approach. All our systems
run on top of each other, gradually correcting the
Arabic text in steps.

3.1 MADAMIRA Corrections (Morph)
MADAMIRA (Pasha et al., 2014) is a tool, origi-
nally designed for morphological analysis and dis-
ambiguation of MSA and dialectal Arabic texts.
MADAMIRA employs different features to select,
for each word in context, a proper analysis and
performs Alif and Ya spelling correction for the
phenomena associated with its letters. The task
organizers provided the shared task data prepro-
cessed with MADAMIRA, including all of the fea-
tures generated by the tool for every word.

Similar to Jeblee et al. (2014), we used the
corrections proposed by MADAMIRA and ap-
ply them to the data. We show in Section 4
that while the correction candidate proposed by
MADAMIRA may not be necessarily correct, it
performs at a very high precision.
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Original
Source ‘. . . 	à@ ñë H. ñ�KñJ
Ë


@ ú


	̄ é�KYëA �� ø

	YË


@

Target . . . 	à

@ ñë H. ñ�KñJ
Ë @ ú


	̄ é�KYëA �� ø

	YË@

English which I have seen in Youtube is that

Characters Source . . . # 	à @# ð è# H. ð �H ð ø
 È

@# ø


	¬# è �H X è @ �� # ø

	X È


@

Target . . . # 	à

@# ð è# H. ð �H ð ø
 È @# ø


	¬# è �H X è @ ��# ø

	X È @

Table 2: Preparing the training and tuning and test corpus for alignment

3.2 Rule-based Corrector (Rules)
The MADAMIRA corrector described above does
not handle splits and merges; In addition to that,
we use the rule-based corrector described in (Ro-
zovskaya et al., 2014). The rules were created
through analysis of samples of the 2014 training
data. We also apply a set of rules to reattach clitics
that may have been split apart from the base word.
After examining the train dataset, we realized that
95% of word merging cases involve “ð/w/’and’”
attachment. Furthermore, we removed duplica-
tions and elongations by merging a sequence of
two or more of the same character into a single
instance.

3.3 Statistical Machine Translation Models
An SMT system translate sentence from one lan-
guage into another. An alignment step learns
mapping from source into target. A phrase-based
model is subsequently learned from the word-
alignments. The phrase-based model along with
other decoding features, such as language and re-
ordering models3 are used to decode the test sen-
tences. We will use the SMT framework for spell
checker where error sentences act as our source
and corrections act as a target in the training data.

Phrase-based error correction system (PBMT):
The available training data from the shared task
consists of parallel sentences. We build a phrase-
based machine translation using it. Since the sys-
tem learns at phrase-level, we hope to identify and
correct different errors, especially the ones that
were not captured by MADAMIRA.

Character-based error correction system
(CBMT): There has been a lot of work in using
character-based models for Arabic transliteration
to English (Durrani et al., 2014c) and for con-
version of Arabic dialects into MSA and vice

3See (Durrani et al., 2014b) for more on state-of-the-art
PBSMT and features used within.

verse (Sajjad et al., 2013a; Durrani et al., 2014a).
The conversion of Arabic dialects to MSA at
character-level can be seen as a spelling correc-
tion task where small character-level changes are
made to convert a dialectal word into an MSA
word. We also formulate our correction problem
as a character-level machine translation problem,
where the pre-processed incorrect Arabic text is
considered as the source, and our target is the
correct Arabic text provided by the Shared task
organizers.

The goal is to learn correspondences between
errors and their corrections. All the train data is
used to train our the phrase-based model. We treat
sentences as sequences of characters instead, as
shown in Table 2. Our intuition behind using such
model is that it may capture and correct: (i) split
errors, occurring due to the deletion of a space
between two words, and (ii) merge errors occur-
ring due to the insertion of a space between two
words by mistake; (iii) common spelling mistakes
(hamzas, yas, etc).

We used the Moses toolkit (Koehn et al., 2007)
to create a word and character levels model built
on the best pre-processed data (mainly the feat14
tokens extracted using MADAMIRA described in
3.1). We use the standard setting of MGIZA (Gao
and Vogel, 2008) and the grow-diagonal-final as
the symmetrization heuristic (Och and Ney, 2003)
of MOSES to get the character to character align-
ments. We build a 5-gram word and character lan-
guage models using KenLM (Heafield, 2011).

3.4 Error-tolerant FST (EFST)

We adapted the error-tolerant recognition ap-
proach developed by Oflazer (1996). It was orig-
inally designed for the analysis of the agglutina-
tive morphology of Turkish words and used for
dictionary-based spelling corrector module. This
error-tolerant finite-state recognizer identifies the
strings that deviate mildly from a regular set of
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Alj-test-2014 L2-dev-2015
Precision Recall F1 Precision Recall F1

Single Systems
Morph 78.33 31.27 44.69 46.46 12.97 20.28
Rules 56.92 8.51 14.81 55.84 3.02 5.72
PBMT 73.29 50.18 59.58 53.20 21.10 30.34
CBMT 71.96 57.74 64.07 57.60 29.57 39.07
EFST 38.05 26.94 38.05 47.24 8.21 13.99

System Combinations
Morph+PBMT 72.94 55.14 62.80 56.55 24.57 34.26
Morph+CBMT 71.22 60.18 65.24 58.12 30.46 39.98
Morph+EFST 72.19 35.05 47.19 42.49 14.24 21.34
Morph+CBMT+Rules 70.45 65.55 67.91 58.21 34.35 43.20
Morph+CBMT+Rules+EFST 70.14 66.79 68.42 58.73 35.20 44.02

Table 3: System results on the QALB 2014 test set (left) and L2 dev set (right).

strings recognized by the underlying FSA. For ex-
ample, suppose we have a recognizer for a reg-
ular set over a, b described by the regular ex-
pression (aba + bab)*, and we want to recognize
the inputs that are slightly corrupted, for exam-
ple, abaaaba may be matched to abaaba (correct-
ing for a spurious a), or babbb may be matched to
babbab (correcting for a deletion), or ababba may
be matched to either abaaba (correcting a b to an
a) or to ababab (correcting the reversal of the last
two symbols). This method is perfect for handling
mainly transposition errors resulting from swap-
ping two letters , or typing errors of neighboring
letters in the keyboard.

We use the Foma library (Hulden, 2009) to
build the finite-state tranducer using the Arabic
Word-list as a dictionary.4 For each word, our
system checks if the word is analyzed and recog-
nized by the finite-state transducer. It then gen-
erates a list of correction candidates for the non-
recognized ones. The candidates are words hav-
ing an edit distance lower than a certain threshold.
We score the different candidates using a LM and
consider the best one as the possible correction for
each word.

4 Evaluation and Results

We experimented with different configurations to
reach an optimal setting when combining differ-
ent modules. We evaluated our system for preci-
sion, recall, and F measure (F1) against the devset
reference and the test 2014 set. Results for vari-

4Foma is an open-source finite-state toolkit that imple-
ments the Xerox lexc and xfst utilities.

ous system configurations on the L2 dev and test
2014 sets are given in Table 3. The results clearly
show different modules are complementry. For
instance, combining Morph and PBMT improves
the results by +3.22 compared to only using the
PBMT model, on last year’s test set.

We achieved our best F-measure value with the
following configuration: using CBMT system af-
ter applying the clitic re-attachment rules. These
were then passed through the EFST. Using this
combination we are able to correct 66.79% of the
errors on the 2014 test set with a precision of
70.14%. Our system outperforms the baseline for
the L2 data as well with an F-measure of 44.02%
compared to (F1=20.28% when we use the Morph
module).

5 QCMUQ@QALB-2015 Results

We present here the official results of our sys-
tem (Morph+CBMT+Rules+EFST) on the 2015
QALB test set (Rozovskaya et al., 2015). The offi-
cial results of our QCMUQ are presented in Table
4. These results rank us 2nd in the L2 subtask and
5th in the L1 subtask.

P R F1
L1-test-2015 71.39 65.13 68.12
L2-test-2015 50.37 31.68 38.90

Table 4: The QCMUQ Official results on the 2015
test set.
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6 Conclusion and Future work

We described our system for automatic Arabic
text correction. Our system combines rule-based
methods with statistical techniques based on SMT
framework and LM-based scoring. We addition-
ally used finite-state-automata to do corrections.
Our best system outperforms the baseline with an
F-score of 68.12 on L1-test-2015 testset and 38.90
on the L2-test-2015. In the future, we want to fo-
cus on correcting punctuation errors, to produce a
more accurate system. We plan to experiment with
different combination methods similar to the ones
used for combining MT outputs.
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