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Abstract

Recent work has shown that contextualized
word representations derived from neural ma-
chine translation are a viable alternative to
such from simple word predictions tasks. This
is because the internal understanding that
needs to be built in order to be able to translate
from one language to another is much more
comprehensive. Unfortunately, computational
and memory limitations as of present prevent
NMT models from using large word vocabu-
laries, and thus alternatives such as subword
units (BPE and morphological segmentations)
and characters have been used. Here we study
the impact of using different kinds of units
on the quality of the resulting representations
when used to model morphology, syntax, and
semantics. We found that while representa-
tions derived from subwords are slightly bet-
ter for modeling syntax, character-based repre-
sentations are superior for modeling morphol-
ogy and are also more robust to noisy input.

1 Introduction

Recent years have seen the revolution of deep neu-
ral networks and the subsequent rise of represen-
tation learning based on network-internal activa-
tions. Such representations have been shown use-
ful when addressing various problems from fields
such as image recognition (He et al., 2016), speech
recognition (Bahdanau et al., 2016), and natu-
ral language processing (NLP) (Mikolov et al.,
2013a). The central idea is that the internal rep-
resentations trained to solve an NLP task could
be useful for other tasks as well. For example,
word embeddings learned for a simple word pre-
diction task in context, word2vec-style (Mikolov
et al., 2013b), have now become almost obligatory
in state-of-the-art NLP models. One issue with
such word embeddings is that the resulting repre-
sentation is context-independent.

Recently, it has been shown that huge performance
gains can be achieved by contextualizing the rep-
resentations, so that the same word could have a
different embedding in different contexts. This is
best achieved by changing the auxiliary task. For
example, ELMo (Peters et al., 2018) learns contex-
tualized word embeddings from language model-
ing (LM) using long short-term memory networks
(LSTMs) (Hochreiter and Schmidhuber, 1997).

It has been further argued that complex aux-
iliary tasks such as neural machine translation
(NMT) are better tailored for representation learn-
ing, as the internal understanding of the input lan-
guage that needs to be built by the network to
be able to translate from one language to another
needs to be much more comprehensive compared
to what would be needed for a simple word predic-
tion task. This idea is implemented in the seq2seq-
based CoVe model (McCann et al., 2017).

More recently, the BERT model (Devlin et al.,
2019) proposed to use representation from another
NMT model, the Transformer, while optimizing
for two LM-related auxiliary tasks: (i) masked lan-
guage model and (ii) next sentence prediction.

Another important aspect of representation
learning is the basic unit the model operates on.
In word2vec-style embeddings, it is the word,
but this does not hold for NMT-based models,
as computational and memory limitations, as of
present, prevent NMT from using a large vocab-
ulary, typically limiting it to 30-50k words (Wu
et al., 2016). This is a severe limitation, as most
NLP applications need to handle vocabularies of
millions of words, e.g., word2vec (Mikolov et al.,
2013b), GloVe (Pennington et al., 2014) and Fast-
Text (Mikolov et al., 2018) offer pre-trained em-
beddings for 3M, 2M, and 2.5M words/phrases.
The problem is typically addressed using byte-pair
encoding (BPE), where words are segmented into
pseudo-word sequences (Sennrich et al., 2016).
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A less popular solution is to use characters as the
basic unit (Chung et al., 2016; Lee et al., 2017),
and in the case of morphologically complex lan-
guages, yet another alternative is to reduce the
vocabulary size by using unsupervised morpheme
segmentation (Bradbury and Socher, 2016).

The impact of using different units of represen-
tation in NMT models has been studied in previous
work (Ling et al., 2015; Costa-jussà and Fonol-
losa, 2016; Chung et al., 2016; Lee et al., 2017,
among others), but the focus has been exclusively
on the quality of the resulting translation output.
However, it remains unclear what input and out-
put units should be chosen if we are primarily in-
terested in representation learning. Here, we aim
at bridging this gap by evaluating the quality of
NMT-derived embeddings originating from units
of different granularity when used for modeling
morphology, syntax, and semantics (as opposed to
end tasks such as sentiment analysis and question
answering). Our contributions are as follows:

• We study the impact of using words vs.
characters vs. BPE units vs. morphological
segments on the quality of representations
learned by NMT models when used to model
morphology, syntax, and semantics.

• We further study the robustness of these rep-
resentations with respect to noise.

We found that while representations derived from
morphological segments are better for modeling
non-local syntactic and semantic dependencies,
character-based ones are superior for morphology
and are also more robust to noise. There is also
value in combining different representations.

2 Related Work

Representation analysis aims at demystifying
what is learned inside the neural network black-
box. This includes analyzing word and sentence
embeddings (Adi et al., 2017; Qian et al., 2016b;
Ganesh et al., 2017; Conneau et al., 2018, among
others), RNN states (Qian et al., 2016a; Shi et al.,
2016; Wu and King, 2016; Wang et al., 2017), and
NMT representations (Shi et al., 2016; Belinkov
et al., 2017a), as applied to morphological (Vy-
lomova et al., 2017; Dalvi et al., 2017), semantic
(Qian et al., 2016b; Belinkov et al., 2017b) and
syntactic (Linzen et al., 2016; Tran et al., 2018;
Conneau et al., 2018) tasks. See Belinkov and
Glass (2019) for a recent survey.

Other studies carried a more fine-grained neuron-
level analysis for NMT and LM (Dalvi et al., 2019;
Bau et al., 2019; Lakretz et al., 2019). While pre-
vious work focused on words, here we compare
units of different granularities.

Subword translation units aim at reducing the
vocabulary size and the out-of-vocabulary (OOV)
rate. Researchers have used BPE units (Sennrich
et al., 2016), morphological segmentation (Brad-
bury and Socher, 2016), characters (Durrani et al.,
2014; Lee et al., 2017), and hybrid units (Ling
et al., 2015; Costa-jussà and Fonollosa, 2016)
to address the OOV word problem in MT. The
choice of translation unit impacts what the net-
work learns. Sennrich (2017) carried a system-
atic error analysis by comparing subword versus
character units and found the latter to be better at
handling OOV and transliterations, whereas BPE-
based subword units were better at capturing syn-
tactic dependencies. In contrast, here we focus on
representation learning, not translation quality.

Robustness to noise is an important aspect in
machine learning. It has been studied for var-
ious models (Szegedy et al., 2014; Goodfellow
et al., 2015), including NLP in general (Paper-
not et al., 2016; Samanta and Mehta, 2017; Liang
et al., 2018; Jia and Liang, 2017; Ebrahimi et al.,
2018; Gao et al., 2018), and character-based NMT
in particular (Heigold et al., 2018; Belinkov and
Bisk, 2018). Unlike this work, we compare ro-
bustness to noise for units of different granular-
ity. Moreover, we focus on representation learning
rather than on the quality of the translation output.

3 Methodology

Our methodology is inspired by research on in-
terpreting neural network (NN) models. A typ-
ical framework involves extracting feature repre-
sentations from different components (e.g., en-
coder/decoder) of a trained model and then train-
ing a classifier to make predictions for an auxiliary
task. The performance of the trained classifier is
considered to be a proxy for judging the quality
of the extracted representations with respect to the
particular auxiliary task.

Formally, for each input word xi we extract the
corresponding LSTM hidden state(s) from each
layer of the encoder/decoder. We then concatenate
the representations of the layers and use them as a
feature vector zi for the auxiliary task.
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Words Obama receives Netanyahu in the capital of USA

POS NP VBZ NP IN DT NN IN NP
Sem. PER ENS PER REL DEF REL REL GEO
CCG NP ((S[dcl]\NP)/PP)/NP NP PP/NP PP/N N (NP\NP)/NP NP

Table 1: Example sentence with different annotations.

Words He admits to shooting girlfriend

BPE He admits to sho@@ oting gir@@ l@@ friend

Morfessor He admit@@ s to shoot@@ ing girl@@ friend

Characters H e a d m i t s t o s h o o t i n g g i r l f r i e n d

Table 2: Example with different segmentations.

We then train a logistic regression classifier,
minimizing the cross-entropy loss:

L(θ) = −
∑
i

logPθ(li|xi)

where Pθ(l|xi) = exp(θl·zi)∑
l′ exp(θl′ ·zi)

is the probability
that word xi is assigned label l.

We learn the weights θ ∈ RD×L using gradient
descent. HereD is the dimensionality of the latent
representations zi and L is the size of the label set
for property P . See Section 4 for details.

3.1 Word Representation Units

We consider four representation units: words,
byte-pair encoding (BPE) units, morphological
units, and characters. Table 2 shows an example
of each representation unit. BPE splits words into
symbols (a symbol is a sequence of characters)
and then iteratively replaces the most frequent se-
quences of symbols with a new merged symbol.
In essence, frequent character n-grams merge to
form one symbol. The number of merge oper-
ations is controlled by a hyper-parameter OP; a
high value of OP means coarse segmentation and
a low value means fine-grained segmentation (Saj-
jad et al., 2017). For morphologically segmented
units, we use an unsupervised morphological seg-
menter, Morfessor (Smit et al., 2014). Note that
although BPE and Morfessor segment words at a
similar level of granularity, the segmentation gen-
erated by Morfessor is linguistically motivated.
For example, it splits the gerund verb shooting
into root shoot and the suffix ing. Compare this to
the BPE segmentation sho + oting, which has no
linguistic connotation. On the extreme, the fully
character-level units treat each word as a sequence
of characters.

3.2 Extracting Activations for Subword and
Character Units

Previous work on analyzing NMT representations
has been limited to the analysis of word represen-
tations only,1 where there is a one-to-one mapping
from input units (words) and their NMT represen-
tations (hidden states) to their linguistic annota-
tions (e.g., morphological tags).

In the case of subword-based systems, each
word may be split into multiple subword units,
and each unit has its own representation. It is less
trivial to define which representations should be
evaluated when predicting a word-level linguistic
property such as part of speech. We consider two
simple approximations to estimate a word repre-
sentation from subword units:

(i) Average: for each source (or target) word, we
average the activation values of all the sub-
words (or characters) comprising it. In the
case of a bi-directional encoder, we concate-
nate the averages from the forward and the
backward activations of the encoder on the
subwords (or characters) that represent the
current word.2

(ii) Last: we consider the activation of the last
subword (or character) as the representation
of the word. For the bi-directional encoder,
we concatenate the forward encoder’s activa-
tion on the last subword unit with the back-
ward encoder’s activation on the first sub-
word unit.

This formalization allows us to analyze the
quality of character- and subword-based represen-
tations at the word level via prediction tasks. Such
kind of analysis has not been performed before.

1 Belinkov et al. (2017a) analyzed representations trained
from character CNN models (Kim et al., 2016), but the ex-
tracted features were still based on word representations pro-
duced by the character CNN. As a result, they could not an-
alyze and compare results for the BPE and character-based
models that do not assume segmentation into words.

2One could envision more sophisticated averages, such as
weighting via an attention mechanism.
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4 Linguistic Properties

We choose three fundamental NLP tasks that serve
as a good representative of various properties in-
herent in a language, ranging from morphology
(word structure), syntax (grammar), and semantics
(meaning). In particular, we experiment with mor-
phological tagging for German, Czech, Russian,
and English,3 lexical semantic tagging for English
and German, and syntactic tagging via CCG su-
pertagging for English. Table 1 shows an example
sentence with annotations for each task.

The morphological tags capture word structure,
the semantic tags reflect lexical semantics, and the
syntactic tags (CCG supertags) capture global syn-
tactic information locally, at the lexical level.

For example, in Table 1, the morphological tag
VBZ for the word receives marks it as a verb in
third person, singular, present tense; the semantic
tag ENS describes a present simple event category;
and the syntactic tag PP/NP) can be thought of as
a function that takes a noun phrase on the right
(e.g., the capital of USA), and returns a preposi-
tional phrase (e.g., in the capital of USA).

Artificial Error Induction Recent studies have
shown that small perturbations in the input can
cause significant deterioration in the performance
of the deep neural networks. Here, we evaluate the
robustness of various representations under noisy
input conditions. We use corpora of real errors
harvested by Belinkov and Bisk (2018). The er-
rors contain a good mix of typos, misspellings, and
other kinds of errors. In addition, we created data
with synthetic noise. We induced two kinds of er-
rors: (i) swap and (ii) middle. Swap is a common
error, which occurs when neighboring characters
are mistakenly swapped, e.g., word → wodr. In
Middle errors, the order of the first and the last
characters of a word are preserved, while the mid-
dle characters are randomly shuffled (Rawlinson,
1976), e.g., example→ eaxmlpe. We corrupt n%
words randomly in each test sentence, using swap
or middle heuristics, or replace words using real-
error corpora. We then re-extract feature vectors
for the erroneous words in a sentence and we re-
evaluate the prediction capability of these embed-
dings on the linguistic tasks.

3As English is morphologically poor, we use part-of-
speech tags for it. We refer to English part-of-speech tags
as morphological tags later in the paper in order to keep the
terminology consistent.

de-en cs-en ru-en

Train 507K 340K 370K
Dev 3,000 3,000 2,818
Test 3,000 3,000 2,818

(a) NMT data

de cs ru en

Morphology 509 1,004 602 42
Semantics 69 – – 66
Syntax 1,272 – – –

(b) Number of tags

de cs ru en

Morphology

Train 14,498 14,498 11,824 14498
Test 8,172 8,172 6,000 8,172

Semantics

Train – – – 14,084
Test – – – 12,168
CV 1,863 – – –

Syntax

Train – – – 41,586
Test – – – 2,407

(c) Classifier data

Table 3: Statistics about NMT and classifier training
data for English (en), German (de), Russian (ru), and
Czech (cs). Here, CV stands for cross-validation.

5 Experimental Setup

Data and Languages We trained NMT systems
for four language pairs: German-English, Czech-
English, Russian-English, and English-German,
using data made available through two popular
machine translation campaigns, namely, WMT
(Bojar et al., 2017) and IWSLT (Cettolo et al.,
2016). We trained the MT models using a con-
catenation of the NEWS and the TED training
datasets, and we tested on official TED test sets
(testsets-11-13) to perform the evaluation using
BLEU (Papineni et al., 2002). We trained the
morphological classifiers and we tested them on a
concatenation of the NEWS and the TED testsets,
which were automatically tagged as described in
the next paragraph. We trained and evaluated the
semantic and the syntactic classifiers on existing
annotated corpora. See Table 3 for details about
the datasets.
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Taggers We used RDRPOST (Nguyen et al.,
2014) to annotate data for the classifier. For se-
mantic tagging, we used the gold-annotated se-
mantic tags from the Groningen Parallel Mean-
ing Bank (Abzianidze et al., 2017), which were
made available by (Bjerva et al., 2016). The tags
are grouped into coarse categories such as events,
names, time, and logical expressions. There is
enough data for English (≈42K), and we ran-
domly sampled the same amount of data we used
to train our morphological classifiers to train the
semantic classifiers. Yet, only 1,863 annotated
sentences (12,783 tokens) were available for Ger-
man. Thus, in the experiments, we performed
5-fold cross-validation. For CCG supertagging,
we used the English CCGBank (Hockenmaier and
Steedman, 2007), which contains 41,586/2,407
train/test sentences.4 See Table 3 for more detailed
statistics about the train/dev/test datasets we used.

MT Systems and Classifiers We used
seq2seq-attn (Kim, 2016) to train a two-layer
encoder-decoder NMT model based on LSTM
representation with attention (Hochreiter and
Schmidhuber, 1997) with a bidirectional encoder
and a unidirectional decoder.5 We used 500
dimensions for both word embeddings and LSTM
states. We trained the systems with SGD for 20
epochs and we used the final model, i.e., the one
with the lowest loss on the development dataset,
to generate features for the classifier.
We trained our neural machine translation models
in both *-to-English and English-to-* translation
directions, and we analyzed the representations
from both the encoder and the decoder. In or-
der to analyze the representations derived from the
encoder side, we fixed the decoder side with BPE-
based embeddings, and we trained the source side
with word/BPE/Morfessor/character units. Simi-
larly, when analyzing the representations from the
decoder side, we trained the encoder representa-
tion with BPE units, and we varied the decoder
side using word/BPE/char units. Our motivation
for this setup is that we wanted to analyze the
encoder/decoder side representations in isolation,
keeping the other half of the network (i.e., the de-
coder/encoder) static across different settings.6

4There are no available CCG banks for the other lan-
guages we experiment with, except for a German CCG bank,
which is not publicly available (Hockenmaier, 2006).

5The decoder has to be unidirectional as, at decoding
time, the future is unknown.

6Heigold et al. (2018) used a similar setup.

In our experiments, we used 50k BPE operations
and we limited the vocabulary of all systems to
50k. Moreover, we trained the word, BPE, Mor-
fessor, and character-based systems with maxi-
mum sentence lengths of 80, 100, 100, and 400
units, respectively.

For the classification tasks, we used a logis-
tic regression classifier whose input is either the
hidden states in the case of the word-based mod-
els, or the Last or the Average representations in
the case of character- and subword-based mod-
els. Since for the bidirectional encoder we con-
catenate forward and backward states from all
layers, this yields 2,000/1,000 dimensions when
classifying using the representations from the en-
coder/decoder: 500 dimensions×2 layers×2 di-
rections (1 for the decoder, as it is uni-directional).
In all cases, we trained the logistic regression clas-
sifier for ten epochs.

6 Results

We now present the evaluation results for using
representations learned from different input units
to predict morphology, semantics, and syntax. For
subword and character units, we found the activa-
tion of the last subword/character unit of a word
to be consistently better than using the average of
all activations (See Table 4). Therefore, we report
only the results using the Last method, for the re-
mainder of the paper.

de cs ru

sub char sub char sub char

Last 78.5 80.5 78.6 88.3 80.0 88.8
Avg 76.3 79.2 76.4 84.9 78.3 84.4

Table 4: Classifier accuracy for the representations
generated by aggregating subword (sub) or character
(char) representations using either the average or the
last LSTM state for each word.

6.1 Morphological Tagging

Figure 1 summarizes the results for predicting
morphological tags with representations learned
using different units. The character-based repre-
sentations consistently outperformed other repre-
sentations on all language pairs, while the word-
based ones performed worst. The differences are
more significant in the case of languages with rel-
atively complex morphology such as Czech.
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Figure 1: Morphological tagging accuracy across various systems and language pairs. The first four groups of
results use BPE on the decoder side, while the last three groups use BPE on the encoder side.
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Figure 2: Morphological tagging accuracy vs. word frequency for different encoding units. Best viewed in color.

de-en cs-en ru-en en-de

word→ bpe 34.0 27.5 20.9 29.7
bpe→ bpe 35.6 28.4 22.4 30.2
morf→ bpe 35.5 28.5 22.5 29.9
char→ bpe 34.9 29.0 21.3 30.0

Table 5: BLEU scores across language pairs. “s→ t”
means source and target units; morf = Morfessor.

de-en cs-en ru-en en-de

MT 3.42 6.46 6.86 0.82
Classifier 4.42 6.13 6.61 2.09

Table 6: OOV rate for the MT and the classifier testsets.

We see in Figure 1 a difference of up to 14% in fa-
vor of character-based representations when com-
pared with word-based ones. The improvement is
minimal in the case of English (1.2%), which is
a morphologically simpler language. This is also

somewhat reflected in the translation quality.

We can see in Table 5 that character-based seg-
mentation yielded higher BLEU scores in the case
of a morphologically rich language such as Czech,
but performed poorly in the case of German,
which requires handling long-distance dependen-
cies. Comparing subword units, we found Mor-
fessor to yield much better morphological tagging
performance, especially in the case of morpho-
logically rich languages such as Czech and Rus-
sian, supposedly due to the Morfessor’s linguisti-
cally motivated segmentations, which are helpful
for learning morphology.

We further investigated whether the perfor-
mance difference between the representations is
due to the difference in modeling infrequent and
out-of-vocabulary (OOV) words. Table 6 shows
the OOV rate for each language, which is higher
for morphologically rich languages. Figure 2
shows that the gap between different representa-
tions is inversely proportional to the frequency of
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(a) Semantic tagging. (b) Syntactic tagging.

Figure 3: Semantic and syntactic tagging for English
and German (using BPE on the decoder).

the word in the training data, and character-based
models handle infrequent and OOV words better.

Decoder Representations Next, we used the
decoder representations from the English-to-*
models. We saw similar performance trends as for
the encoder-side representations: characters per-
formed best, and words performed worst. Again,
the morphological units performed better than the
BPE-based units. Comparing encoder representa-
tions to decoder representations, it is interesting
to see that in several cases the decoder side repre-
sentations performed better than the encoder side
ones, even though the former were trained using
a uni-directional LSTM. However, since there is
no difference in the general trends between the
encoder- and the decoder-side representations, be-
low we focus on the encoder-side only.

6.2 Semantic Tagging

Figure 3a summarizes the experimental results
for evaluating representtaion units of the seman-
tic tagging task. For English, the subword (BPE
and Morfessor) and the character representations
yielded comparable results. However, for German,
BPE performed better. This is in contrast with
the morphology prediction experiments, where the
character representations were consistently better.
We will discuss this in more detail in Section 7.

6.3 Syntactic Tagging

The final task we experimented with is CCG
super-tagging, which reflects modeling syntactic
structure. Here we only have English tags, and
thus we evaluate the performance of encoder rep-
resentations for English→German models, trained
using words, characters, and subword units.

We can see in Figure 3b that the morpholog-
ically segmented representation units performed

the best overall. Moreover, there is no much differ-
ence when using word-based vs. BPE-based repre-
sentations.
The character-based representations lag behind,
but the difference in accuracy is small compared to
the morphological tagging results.7 It is notewor-
thy that here character-based representations per-
form worse than both words and subwords, con-
trary to their superior performance on morphol-
ogy. We will return to this in Section 7 below.

6.4 Robustness to Noise
Next, we evaluated the robustness of the represen-
tations with respect to noise. We induced errors
in the test sets by corrupting 25% of the words
in each sentence using different error types (syn-
thetic or real noise), as described in Section 4.
We extracted the representations of the noisy test
sets and we re-evaluated the classifiers. Figure 4
shows the performance on each task. We can see
that characters yielded much better performance
on all tasks and for all languages, showing mini-
mal drop in accuracy, in contrast to earlier results
where they did not outperform subword units8 on
the task of syntactic tagging. This shows that char-
acter representations are more robust to noise.

Surprisingly, in a few cases, BPE performed
worse than word units, e.g., in the case of syntac-
tic tagging (80.3 vs. 81.1). We found that BPE
can segment a noisy word into two or more known
subword units that have no real relationship to the
actual word. Thus, using representations of wrong
subword units could hurt the performance.

We further investigated the robustness of each
classifier by increasing the percentage of noise in
the test data. We found that the difference in rep-
resentation quality stays constant across BPE and
character representations, whereas word represen-
tations deteriorate significantly as the amount of
noise increases (see Figure 5).

7 Discussion

7.1 Performance Across Various Tasks
Our experiments show a complicated picture,
where none of the representations is superior in
all scenarios. Characters were found to be bet-
ter for morphological tagging, BPE was ahead in

7For perspective, these numbers are above a majority
class baseline of 72% and below the state-of-the-art, which
is around 94-95% (Kadari et al., 2018; Xu, 2016).

8Morphological segmentation showed similar results
compared to BPE-based segmentation in these experiments.
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Figure 4: Classification accuracy for morphological, syntactic and semantic tagging with 25% noise in each sen-
tence. Absolute scores (original→ noisy) are shown inset.

(a) Real noise. (b) Synthetic noise.

Figure 5: Results for morphological classification when adding induced noise.

the semantic tagging task for German (and about
the same in English), and Morfessor units were
slightly better for syntax.

Syntactic tagging requires knowledge about the
complete sentence. Splitting a sentence into char-
acters substantially increases its length: on aver-
age from 50 words to 250 single-character tokens.
Thus, character-based models struggle to capture
long-distance dependencies. Sennrich (2017) also
found this to be true in their evaluation based on
contrastive translation pairs in German-English.

Similarly, in the case of morphological tagging,
the information about the morphological structure
of a word is dependent on the surrounding words
plus some internal information (root, morphemes,
etc.) present inside the word. A character-based
system has access to all of this information, and
thus performs well. Morphological segmentation
performed better than BPE for the morpholog-
ical tagging because its segments are linguisti-
cally motivated units (segmented into root + mor-
phemes), thus making the information about the
word morphology explicit in the representation.

In contrast, BPE solely focuses on the frequency
of characters occurring together in the corpus, and
thus can generate linguistically incorrect units.

W B C W+B B+C W+C ALL

M
or

ph

DE 75.8 76.0 79.3 78.0 80.8 81.1 81.6
CS 71.9 75.1 81.7 77.2 84.0 84.1 85.0
RU 72.4 74.6 85.9 77.1 88.1 88.2 88.6
EN 92.9 93.5 94.3 94.2 95.2 95.1 95.4

Sem EN 91.1 91.4 91.4 92.6 93.0 93.1 93.4

Table 7: Classification accuracy for combined rep-
resentations for morphological and semantic tagging.
Here, W/B/C stand for word/BPE/character units.

7.2 The Best of Many Worlds

The variations in performance for different repre-
sentations suggest that they are learning different
aspects of language, which might be complemen-
tary. Thus, we tried to combine them. Table 7
summarizes the results for morphological and se-
mantic tagging.9 We can see that combinations in-
volving characters (B+C, W+C in the table) yield

9We observed similar trends for the other tasks.
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larger improvement compared to combining word-
and BPE-based representations (W+B). However,
combining all three performed best for all lan-
guages and for all tasks.

7.3 State-of-the-Art Embeddings

We connect our findings with recent work on train-
ing state-of-the-art embeddings: CoVe (McCann
et al., 2017), ELMo (Peters et al., 2018), and
BERT (Devlin et al., 2019). Each of these ar-
chitectures uses different units of representations:
e.g., CoVe uses words, BERT is based on subword
units, while ELMo focuses on characters.10

We speculate that, although these models yield
state-of-the-art results for several tasks, their per-
formance may be suboptimal because of the
choice of their underlying representation units. In
our experiments above, we have shown that it is
possible to achieve potentially better performance
when using units of different granularity jointly.

We have further shown that the best-performing
representation unit is target task-dependent. We
believe this would be true for more complex NLP
tasks as well. For example, question answering
generally requires learning long-range dependen-
cies, and thus embeddings from a character-based
model might not be the right choice in this case.
Our results show that character-based models are
not a viable option for handling long-range depen-
dencies, and subword-based representations might
be a better option for such tasks.

7.4 Translation vs. Representation Quality

Table 5 summarizes the translation performance of
each system. We can see that in most cases, the
subword-based systems perform better than the
word-based and the character-based ones. How-
ever, this is not true in the case of using their repre-
sentations as features for a core NLP task as in our
experiments above. For example, we have found
that character-based representations perform best
for the morphological tagging task. On a side
note, although BPE-based representations perform
better for some tasks, they are sensitive to noise.
Their capability of segmenting any OOV word
into known subwords may result in less reliable
systems. Notably, the translation performance of
the BPE-based system can fall below that of the
character-based system even in the presence of

10However, note that ELMo uses character convolutions,
which is different from a fully character-based model.

only 10% noise: from 0.7 BLEU in favor of BPE
on clean data to 0.8/1.1 BLEU in favor of charac-
ters with synthetic/real errors.

8 Conclusion and Future Work

We studied the impact of using different represen-
tation units—words, characters, BPE units, and
morphological segments—on the representations
learned by seq2seq models trained for neural ma-
chine translation. In particular, we evaluated the
performance of such representations on core natu-
ral language processing tasks modeling morphol-
ogy, syntax, and semantics.

Based on our experiments, we can make the fol-
lowing conclusions:

• Representations derived from subword units
are better for modeling syntax.

• Character-based representations are dis-
tinctly better for modeling morphology.

• Character-based representations are very ro-
bust to noise.

• Using a combination of different representa-
tions often works best.

Based on our findings, we further conjecture
that although subword-based segmentation based
on BPE are a de-facto standard when building
state-of-the-art NMT systems, the underlying rep-
resentations they yield are suboptimal for many
external tasks. Character-based representations
provide a more viable and robust alternative in this
regard, followed by morphological segmentation.

In future work, we plan to study how different
units affect representation quality in non-recurrent
models such as the Transformer (Vaswani et al.,
2017) as well as in convolutional architectures
(Gehring et al., 2017). We would also like to
explore representations from robustly trained sys-
tems, which should improve performance on noisy
input (Belinkov and Bisk, 2018; Heigold et al.,
2018). Finally, it would be interesting to study
representations in other NLP tasks besides neural
machine translation.
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Nadir Durrani, Fahim Dalvi, and James Glass.
2017b. Evaluating layers of representation in neural
machine translation on part-of-speech and semantic
tagging tasks. In Proceedings of the 8th Interna-
tional Joint Conference on Natural Language Pro-
cessing, IJCNLP ’17, pages 1–10, Taipei, Taiwan.

Johannes Bjerva, Barbara Plank, and Johan Bos. 2016.
Semantic tagging with deep residual networks. In
Proceedings of the 26th International Conference
on Computational Linguistics, COLING ’16, pages
3531–3541, Osaka, Japan.
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